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Aggregation of Demand-Side Flexibility in
Electricity Markets: Negative Impact Analysis
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Abstract—Aggregation of demand-side flexibility plays a cru-
cial role in helping improve the system-wide performance of
power grids. However, little considered is the potential negative
impact of self-interested flexibility aggregators, who are being
strategic for their own benefit at the cost of other market par-
ticipants or even system-wide performance. This article aims to
theoretically analyze this negative impact, as well as propose
a corresponding mitigation method. Specifically, we consider a
strategic aggregator that derives the optimal bidding strategy
of the flexibility bounds (for cumulative energy and instanta-
neous power consumption) and trades electricity in a pool. A
multi-period bi-level program with a DC network setup is con-
sidered. The upper-level problem represents the aggregator’s cost
minimization, and the lower-level problem represents the market
clearing process. Based on this bi-level formulation, our theo-
retical analysis shows that the potential negative impact of the
strategic behavior on the system generation cost, the payment
of the fixed loads, and the payment of the non-strategic aggre-
gators depends on the bus locations of both the strategic and
non-strategic aggregators. We propose to additionally charge the
strategic aggregator for the newly introduced congestion so as
to avoid system performance degradation. The analytical results
are validated via simulations.

Index Terms—Demand-side flexibility, strategic bidding, bi-
level programming, bus locations.

I. INTRODUCTION

ELASTIC demand, such as thermostatically controlled
loads and electric vehicle (EV) charging loads, can pro-

vide an enormous amount of demand-side flexibility (DSF)
to the power grid. With appropriately designed economic
and incentive mechanisms, DSF can improve the reliability
and efficiency of power system operation [1]. For instance,
as a prominent example of flexible loads in power grids,
the charging demand of EVs can be flexibly adjusted in
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multiple dimensions, including total energy demand, power
rating, charging duration, charging location, etc. This process
is referred to as multi-dimensional DSF [2], [3]. In recent
years, many papers have investigated aspects of integrating
flexible EV charging loads, such as coordinated EV charg-
ing control for peak-shaving [4], frequency regulation [5], and
operating reserves [6], into the power grid.

In practice, many small-scale flexible loads are geograph-
ically distributed in decentralized control areas. Thus, aggre-
gators play a pivotal role exploiting the system value of
DSF. Through the aggregation process, groups of small-scale
flexible loads can merge their consumption requirements in
grid-scale, and this enables them to participate in the bidding
process of electricity markets [7]. Furthermore, a load aggre-
gator can serve as an interface between the grid operator, i.e.,
the independent system operator (ISO), and the end users, with
a joint consideration of both sides. Therefore, it is possible that
both the global objective of the system and the local objectives
of end users can be optimized simultaneously, resulting in an
appealing win-win solution [8], [9].

However, the participation of aggregators in electricity
markets, though providing the aforementioned benefits, also
introduces unique challenges to the system operator due to
their potential to manipulate prices. Specifically, instead of the
flexible region being in line with the preferences of the aggre-
gated flexible loads, the aggregator can strategically design its
flexible region based on its knowledge of the network topol-
ogy. Since the ISO clears the market according to the bids of
the flexible region submitted by the aggregator, the aggrega-
tor has the opportunity to manipulate prices and therefore may
have a significant impact on the system performance if its mar-
ket share is large. Thus, understanding the potential of these
aggregators to deteriorate the system performance is of great
importance so that regulatory authorities can take appropriate
steps to mitigate their negative impacts as needed.

A. Related Work

Elastic load aggregators are becoming proactive partici-
pants in electricity markets instead of simply followers, and
the literature examines their role from a number of perspec-
tives. On the one hand, many works discuss managing DSF
in electricity markets via demand response from the system
point of view [2], [3]. All these related works demonstrate the
positive effects brought by DSF on the system performance,
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e.g., decreasing the total system cost, increasing the social
welfare, and flattening the locational marginal prices (LMPs)
over time. On the other hand, many works consider the aggre-
gators’ perspective to study how demand aggregators derive
optimal bidding strategies to alter pool prices for their own
benefit [10], [11], [12]. It is, therefore, natural to question
whether these strategic behaviors could have negative effects
on the system or other market participants, which is the focus
of this article.

In fact, with the liberalization of electricity markets, the
price manipulation of the market participants has become a
significant issue. Many existing works have studied the strate-
gic producers in networked settings. For example, [9], [13],
and [14] use a bi-level game, conjectured supply func-
tion model, and Cournot competition, respectively, to study
oligopoly competition. The results in [15] and [16] show that
the strategic behaviors of the market participants may indeed
have negative impacts on the social welfare and lead to system-
wide efficiency losses. Reference [17] conducts a survey on
identifying and measuring market power for conventional gen-
erators in an electricity market. More recently, [18] offers
insight into market manipulation by renewable generation
producers via strategic curtailment.

Potential negative impacts have also been observed from
strategic flexible load aggregators. For example, the numeri-
cal results in [11] show that the market power of the strategic
consumer is enhanced in proportion to its reserve capacity,
and can increase the required down reserve in the balancing
stage through significantly impacting day-ahead wind schedul-
ing. Moreover, in current practice within the European power
market setup, the maximum bid size limits of “balance respon-
sible parties”, i.e., some form of demand aggregators, can
restrain their market power to some extent and enable the
market functioning [19]. However, none of the existing works
have conducted a deep theoretical analysis of the problem. To
be specific, for the system operators, it is still not clear what
negative effects strategic aggregators might bring, how to iden-
tify which aggregator(s) is a potential troublemaker, nor how
the price manipulation happens. More research is needed to
provide insights for improving the market design, apart from
simply limiting the size. In this regard, this article is trying to
push forward the frontier.

In this article, we demonstrate that the degraded system
performances caused by strategic DSF aggregators include
higher system generation cost, higher payment of the fixed
loads, and higher payment of the non-strategic DSF aggrega-
tors. In our settings of transmission-level DC power networks,
we find that the potential troublemakers are closely related
to their bus locations, i.e., the shift factors. We theoreti-
cally derive the conditions for degraded system performances
related to the shift factors of all different market participants.
We also demonstrate that certain strategic DSF aggregators
can save costs by causing additional line congestion. Similar
phenomena have also been reported by literature in other
contexts. For example, [20] demonstrates that load flexibility
brings economic benefits to the market participants through
enabling congestion-free dispatch. Reference [21] shows that
cyber attacks can impact electricity prices by causing line

congestion, and [22] shows that the system efficiency is not
guaranteed when congestion occurs. However, none of these
works provided theoretical evidence of these phenomena as
we do.

B. Summary of Contributions

This article provides an algorithmic framework for inves-
tigating the participation of a strategic DSF aggregator in
electricity markets. We focus on transmission networks with
DC approximation. A bi-level model of an aggregator is
considered, where the upper level is the aggregator’s cost
minimization problem that decides the optimal bidding of the
flexible region, and the lower level is the ISO’s generation cost
minimization problem that decides the resources dispatch and
the LMPs. Similar bi-level models have been widely adopted
in the recent literature studying the strategic behaviors of the
participants in electricity markets [18], [23], [24], [25]. This
bi-level problem is essentially a mathematical problem with
equilibrium constraints (MPEC) [26]. It can be reformulated
as an equivalent mixed integer convex program by applying the
Big-M method [27] and the Karush–Kuhn–Tucker (KKT) opti-
mality conditions. Based on this framework, we first analyze
the impact of strategic aggregators in deteriorating the system
performance, and we then propose a mitigation method. Our
two main contributions are summarized as follows.

First, we examine the aggregators’ opportunities for price
manipulation via strategic bidding in the transmission-level
electricity market. Our results reveal that the strategic bidding
can save the strategic aggregators from much higher payments
and can have a significant impact on the system performance,
including the generation cost, the payment of the fixed loads,
and the payment of the non-strategic aggregators. In particular,
the bus locations of the strategic and non-strategic aggregators
play an important role. Under different relations between the
shift factor values of all market participants, we theoretically
derive the different impacts on the system performance caused
by the strategic bidding. This means that the potential nega-
tive impacts of the strategic aggregators can be anticipated
beforehand based only on the network topology and parame-
ters. This could provide the system operator with insights into
the necessary actions to mitigate these negative impacts.

Second, we propose a tariff scheme as a possible solu-
tion used for mitigating the negative impacts on system
performance induced by the strategic aggregators. According
to the theoretical analysis of the bi-level model, we find
that the system performance deterioration is closely related
to the newly introduced congestion resulting from the strate-
gic bidding. Specifically, the increased generation cost and
increased payment of the fixed load always occur simultane-
ously with the increased congestion. Therefore, we propose
that the ISO collects penalty charges for the newly intro-
duced congestion from the aggregators, and uses these penalty
charges to compensate the other participants who suffer from
increasing payments due to the newly created congestion. It
can be shown, both theoretically and numerically, that our
proposed tariff scheme can prevent the strategic aggregators
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from increasing the system generation costs and the payments
of other participants.

II. SYSTEM MODEL

In this section, the power system model is defined. We
focus on the day-ahead economic dispatch on the transmis-
sion level over a fixed time horizon T = {1, 2, . . . , T}.
We consider a network model with the set of buses
N = {1, 2, . . . , N} and the set of transmission lines L =
{1, 2, . . . , L}. The generation and fixed load at bus n ∈N at
time t ∈ T are respectively denoted by gtn and dtn, with gt· =
[gt1, . . . , gtN], g·n = [g1n, . . . , gTn]T and dt· = [dt1, . . . , dtN],
d·n = [d1n, . . . , dTn]T .

Besides the fixed loads, we consider multiple DSF aggre-
gators, which aggregate a large amount of small-scale flexible
loads such as EVs. The aggregated flexible load at bus n at
time t is denoted by xtn with xt· = [xt1, . . . , xtN] and x·n =
[x1n, . . . , xTn]T . Specifically, two dimensions of flexibility are
considered, namely, energy-flexibility and power-flexibility. In
the day-ahead market, the DSF aggregators need to bid a set
of flexibility bounds to the ISO. The bidding set of the aggre-
gator at bus n at time t is {ltn, utn, x−

tn, x+
tn}, which includes the

lower bound ltn and upper bound utn for the cumulative energy
consumption, and the lower bound x−

tn and upper bound x+
tn for

the instantaneous power consumption. Note that g·n, d·n, or x·n
can be set to 0, a T ×1 zero vector, when there is no generator,
fixed load, or flexible load located at bus n, respectively.

A. Model of ISO’s Market Clearing

After collecting the bids, the ISO solves a constrained
optimization problem for market clearing and determines
the generation {gtn}∀t∈T ,n∈N and flexible load consump-
tion {xtn}∀t∈T ,n∈N . The objective of the optimization is to
minimize the total generation cost based on the network
information. The LMPs are announced as a function of the
optimal Lagrange multipliers of this optimization problem.
Mathematically, the following program has to be solved:

min
g,x

∑

t∈T

∑

n∈N
CG

n (gtn) (1a)

s.t. λt :
(
gt· − dt· − xt·

)
1 = 0,∀t ∈ T , (1b)

μ−
t· ,μ+

t· : − c ≤ H
(
gt· − dt· − xt·

)T ≤ c,∀t ∈ T , (1c)

γ g−·n , γ g+·n : g−·n ≤ g·n ≤ g+·n,∀n ∈ N , (1d)

γ e−·n , γ e+·n : l·n ≤ Lx·n ≤ u·n,∀n ∈ N , (1e)

γ p−·n , γ p+·n : x−·n ≤ x·n ≤ x+·n,∀n ∈ N , (1f)

where the generation cost CG
n (·) in the objective is assumed to

be a convex function. Constraints (1b) represent the power bal-
ance equations and (1c) denote the transmission line capacity
constraints, where c = [c1, . . . , cL]T denotes the line capaci-
ties and the element Hln of the matrix H ∈ R

L×N denotes the
shift factor, known as the power transfer distribution factor
(PTDF), of line l with respect to bus n. Constraints (1d), (1e),
and (1f) are the generation capacity constraints, cumulative
energy constraints, and instantaneous power constraints of
the DSF aggregators, respectively, where L ∈ R

T×T is a
lower triangular matrix with all non-zero elements equal to

one serving for calculating the cumulative energy consump-
tion. The dual variables of constraints (1b)–(1f) are denoted
by {λ;μ−,μ+; γ g−, γ g+; γ e−, γ e+; γ p−, γ p+}, respectively,
where λ ∈ R

T×1, {μ−,μ+} ∈ R
T×L and the dimensions of

the remainder are T × N. The LMP matrix π ∈ R
T×N is cal-

culated by π = λ1T + (μ− − μ+)H, where 1 is an N × 1
all-ones vector. Each element πtn denotes the LMP for bus n
at time t.

B. Model of Strategic DSF Aggregators

Recall that we focus on the strategic behaviors of DSF
aggregators. Traditionally, the DSF aggregator determines
its bids, i.e., the aggregated flexible region, based on the
collection of all its aggregated flexible loads’ consumption
requirements. We refer to this as the preferred flexible region
in this article. Taking an EV as an example, its own preferred
flexible region is based on its actual traveling requirements,
e.g., at what time slots the battery should be charged, to what
level intervals, and at what rate intervals. However, if the DSF
aggregator has knowledge about the network, it will submit
strategic bids which deviate from the original preferred flex-
ible region as long as there is a chance to achieve a lower
energy payment. After being informed of the power dispatch
from the ISO, the aggregator has to distribute this aggregated
power dispatch to all its aggregated EVs. Note that for each
EV, the deviation of the power dispatch from its preferred
region is acceptable once a reasonable pricing scheme for com-
pensation is established. The detailed distribution scheme and
the corresponding pricing scheme between the aggregator and
its aggregated flexible loads are beyond the scope of our dis-
cussion. The problem to determine the best bidding strategy
for DSF aggregator i (located at bus i) is

min
x·i,l·i,u·i,x−

·i ,x
+
·i

CU
i

(
l·i, u·i, x−

·i , x+
·i
)+ πT·ix·i (2a)

s.t. l·i ≤ Lx·i ≤ u·i, (2b)

x−
·i ≤ x·i ≤ x+

·i , (2c)

l·i ≥ l·i, (2d)

u·i ≤ u·i, (2e)

x−
·i ≥ x−

·i , (2f)

x+
·i ≤ x+

·i . (2g)

The first term in the objective (2a) is a convex utility cost
function incurred by the deviation from the preferred flexibility
bounds {l̂·i, û·i, x̂−

·i , x̂+
·i }, which should be submitted truthfully

if there is no strategic behavior. Specifically, we assume the
utility cost has the following linear form: CU

i (l·i, u·i, x−
·i , x+

·i ) =
ai(‖l·i − l̂·i‖1 +‖u·i − û·i‖1 +‖x−

·i − x̂−
·i ‖1 +‖x+

·i − x̂+
·i ‖1). Here

ai is the deviation coefficient predetermined by the strategic
aggregator, to weight the deviation from the preferred flexibil-
ity bounds. The second term in (2a) is the energy payment over
the entire time horizon. Constraints (2b) and (2c) are the cumu-
lative energy constraints and instantaneous power constraints
for the aggregated flexible loads. Constraints (2d)–(2g) are
the physical limits for the bids based on the physical flexibil-
ity bounds {l·i, u·i, x−

·i , x+
·i }. For EVs, their physical flexibility
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bounds refer to the technically achievable battery charging lim-
its. Among the optimal decisions, a subset containing all the
optimal flexibility bounds {l∗·i, u∗·i, x−∗

·i , x+∗
·i } will be used as

bids submitted to the ISO. However, since the real dispatch of
the aggregated flexible loads’ consumption will be determined
by the ISO’s market clearing, the optimal decision x∗·i will not
be adopted for dispatch.

C. Bi-Level to Single-Level Reformulation

We can observe that in the local optimization problem of the
strategic aggregator, the LMP vector π·i is the clearing result
of the ISO’s economic dispatch. Therefore, the aggregator’s
problem is a bi-level optimization problem. The upper-level
problem is the local optimization in Eq.(2). The lower-level
problem, i.e., the wholesale market clearing in Eq.(1), is con-
sidered to estimate the LMPs. The bi-level problem can be
reformulated into a single-level problem as follows:

min
x·i,l·i,u·i,x−

·i ,x
+
·i

CU
i

(
l·i, u·i, x−

·i , x+
·i
)+ πT·ix·i (3a)

s.t. Constraints (2b)–(2g),

π = λ1T + (
μ− − μ+)H, (3b)

{
λ,μ+,μ−} solve (1). (3c)

The lower-level problem can be included into the upper-
level problem based on its equivalent KKT conditions since
it is continuous and convex. Then we end up with an MPEC.
In Appendix A, the detailed formulation and solution method
of the MPEC is provided. In view of the non-convexities in
terms of both the complementary conditions and the bilinear
term πT·ix·i in the objective function, the Big-M method [27]
and the derivation based on the KKT conditions are separately
applied for the linearizations.

Note that an important assumption about the reformula-
tion (3) is that the aggregator has complete knowledge of
the generation cost function CG(·), the network topology, i.e.,
the shift factor matrix H and the line capacities c, the state
estimates of fixed loads d, and the bids of other aggregators
{l·n, u·n, x−·n, x+·n}∀n 	=i. This assumption may be over-optimistic,
but an ideal market design is that aggregators do not have prof-
itable manipulations at the expense of increasing the system
generation cost, even with such full knowledge [18]. The
results in this article indicate that the current market does not
conform to this ideal market design.

Simply solving the single-level reformulation (3) numeri-
cally cannot lead to any structural insight into the accommo-
dation of strategic DSF aggregators in electricity markets in
practice. This motivates our analysis in the next section.

III. IMPACT ANALYSIS AND MITIGATION METHOD

In this section, we present our main results. Specifically, we
theoretically analyze the strategic aggregator’s impacts on the
system. We focus on three aspects of the system performance,
namely, the system-wide generation cost, the payment of fixed
loads, and the payment of non-strategic DSF aggregators. The
system performance is compared with the benchmark case
where the strategic DSF aggregator submits its preferred flex-
ibility bounds directly, without solving for any strategic bids.

Below, we first present the details of the benchmark case with
some technical assumptions to aid our theoretic analysis.

A. Benchmark and Assumptions

In the benchmark case, the ISO clears the market by solving
the following problem (4) based on the preferred flexibil-
ity bounds of aggregator i, as shown in the constraints (4g)
and (4h). The optimal solutions are denoted with superscript 0.

min
g,x

∑

t∈T
CG(gt·

)
(4a)

s.t. λt :
(
gt· − dt· − xt·

)
1 = 0,∀t ∈ T , (4b)

μ−
t· ,μ+

t· : − c ≤ H
(
gt· − dt· − xt·

)T ≤ c,∀t ∈ T , (4c)

γ g−·n , γ g+·n : g−·n ≤ g·n ≤ g+·n,∀n ∈ N , (4d)

γ e−·n , γ e+·n : l·n ≤ Lx·n ≤ u·n,∀n 	= i, (4e)

γ p−·n , γ p+·n : x−·n ≤ x·n ≤ x+·n,∀n 	= i, (4f)

γ e−
·i , γ e+

·i : l̂·i ≤ Lx·i ≤ û·i, (4g)

γ
p−
·i , γ

p+
·i : x̂−

·i ≤ x·i ≤ x̂+
·i . (4h)

Given the bi-level form of the strategic aggregator’s
optimization, it is challenging to theoretically characterize the
effect of the optimal bidding on the system performance.
However, it turns out that under certain simplifications, the
impact of the strategic bidding can indeed be captured by
the bus location of the strategic DSF aggregator. In partic-
ular, the discussions in this section are based on the following
assumptions.

1) There is one generator at bus g, one strategic DSF aggre-
gator at bus i, one non-strategic aggregator at bus j, and
multiple fixed loads at buses n ∈ N . It is nontrivial to analyze
the cases that any of the numbers of the generators, strategic
aggregators, or non-strategic aggregators exceeds one.

2) The generation cost function is quadratic as CG(gt) =
Ag2

t +Bgt +C, where A, B, and C are nonnegative parameters.
3) The total load profile over the entire network is domi-

nated by the fixed loads (
∑

n dtn 
 max{xti, xtj},∀t).
4) The entire time horizon T is divided into two periods,

Tc and Tuc. Congestion may occur in Tc, while it never occurs
in Tuc. At time t ∈ Tuc, the fixed load profile is comparatively
flat around the average value dn = 1

|Tuc|
∑

t∈Tuc
dtn. Similarly,

the generation is around g = 1
|Tuc|

∑
t∈Tuc

gt. At time t ∈ Tc,

the fixed load is heavy (dtn 
 dn) and congestion may occur.
5) The cumulative energy consumption of flexible loads over

the entire time horizon is fixed, i.e.,
∑

t xti = Xi and
∑

t xtj =
Xj (Xi and Xj are constant parameters).

B. Impact Analysis: Structural Properties

The impacts of the strategic DSF aggregator on the system-
wide performance are summarized in Theorem 1. We use the
term win to refer to the lower total cost for the strategic DSF
aggregator, lower generation cost for the system, lower pay-
ment for the non-strategic DSF aggregator, and lower payment
for the fixed load, compared with the benchmark.

Denote the set of possible congested lines by Lc. We have
Hln < min{Hlg, Hli, Hlj},∀l ∈ Lc, due to the dominance of
the fixed loads. Note that the relative differences in the shift
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factor values of the same line are independent of the slack bus.
The line direction is defined to let the constraint associated
with cl(> 0), instead of −cl, be binding. Thus, we only need
to tackle μ+

tl > 0 when congestion occurs. We assume the
generation output has not reached the limits, i.e., g− < g < g+
and γ g− = γ g+ = 0. Suppose an individual fixed load is
proportional to the total amount of fixed loads, i.e., dtn =
pn
∑

n dtn,∀t, where pn is a scaling factor with
∑

n pn = 1.
Let �xti = x∗

ti −x0
ti,�xtj = x∗

tj −x0
tj, and �gt = g∗

t −g0
t , t ∈ Tc.

Based on our settings, it is easy to see that the aggregator
will make the same direction of strategic changes during the
congestion period, i.e., {�xti}∀t∈Tc have the same sign.

Theorem 1: Albeit surely benefiting the strategic DSF
aggregator, the impacts of its strategic behavior on the system
performance depend on the bus locations, i.e., the shift factors,
of both the strategic and non-strategic DSF aggregators.

• Scenario-I (Quadruple-win): When Hli < Hlg, Hlj < Hlg,
∀l ∈ Lc, the system generation cost and the payments of
the fixed load and the non-strategic DSF aggregator are
lower than those under the benchmark case.

• Scenario-II (Triple-win): When Hli < Hlg, Hlj > Hlg,
∀l ∈ Lc, the system generation cost and the payment of
the fixed load are lower than those under the benchmark
case.

• Scenario-III (Double-win): When Hli > Hlg, Hlj < Hlg,
∀l ∈ Lc, the system generation cost is lower than that
under the benchmark case.

• Scenario-IV (Single-win): When Hli > Hlg, Hlj > Hlg,
∀l ∈ Lc, the system generation cost is higher than that
under the benchmark case once one of the following
conditions is satisfied: Hli > Hlj and

∑
t∈Tc

�xti <

−
∑

t∈Tc (cl−f 0
tl )

Hli−Hlj
, l ∈ Lc; Hli < Hlj and

∑
t∈Tc

�xti >
∑

t∈Tc (cl−f 0
tl )

Hlj−Hli
, l ∈ Lc.

Proof: The changes of the strategic aggregator’s payment,
�Pi, the payment of the fixed load at bus n, �Pn, and the
power flow at line l at time t, �Flowtl, are given by (5), (6),
and (7), respectively. Please refer to Appendix B for the
detailed derivations.

�Pi =
∑

t∈Tc

⎡

⎣2A
(
g∗

t − g
)
�xti

+
∑

l∈Lc

(
μ∗

tlx
∗
ti − μ0

tlx
0
ti

)(
Hlg − Hli

)
⎤

⎦ (5)

�Pn =
∑

t∈Tc

⎡

⎣2A
(
dtn − dn

)
�gt

+
∑

l∈Lc

(
μ∗

tl − μ0
tl

)
dtn
(
Hlg − Hln

)
⎤

⎦ (6)

�Flowtl = (
Hlg − Hli

)
�xti + (

Hlg − Hlj
)
�xtj. (7)

Next, we discuss all possible scenarios.
Scenario-I (Hli < Hlg, Hlj < Hlg):
Sub-scenario 1: if �xti > 0, then 2A(g∗

t − g)�xti > 0 and
x∗

ti > x0
ti, t ∈ Tc. Thus, we have μ+∗

tl x∗
ti−μ+0

tl x0
ti < 0 and μ+∗

tl ≤
μ+0

tl . Sub-scenario 2: if �xti < 0, then 2A(g∗
t − g)�xti < 0

and x∗
ti < x0

ti, t ∈ Tc. Thus, we have μ+∗
tl x∗

ti − μ+0
tl x0

ti < 0 and
μ+∗

tl ≤ μ+0
tl . Apparently, sub-scenario 2 will save the largest

payment amount with both terms in �Pi negative. Therefore,
sub-scenario 1 will never occur. When Hlj < Hlg, it must hold
that the consumption of the non-strategic aggregator is already
as high as possible during the peak hours and reach the upper
flexibility bounds, so �xtj = 0. As a result, �gt = �xti +
�xtj = �xti < 0 and the generation cost will decrease. Since
�Pn = ∑

t∈Tc
[2A(dtn − dn)�gt +∑

l∈Lc
(μ∗

tl − μ0
tl)dtn(Hlg −

Hln)] < 0, the payment of the fixed load will decrease. Since
�Pj = ∑

t∈Tc
[2A(g∗

t − g)�xtj +∑
l∈Lc

(μ∗
tlx

∗
tj − μ0

tlx
0
tj)(Hlg −

Hlj)] < 0, the payment of the non-strategic aggregator will
decrease as well.

Scenario-II (Hli < Hlg, Hlj > Hlg, ∀l ∈ Lc): Different from
the Quadruple-win scenario, when Hlj > Hlg, it must hold that
�xtj ≤ 0, t ∈ Tc. Thus, �gt = �xti +�xtj ≤ �xti < 0 and the
generation cost will decrease. Since �Pn = ∑

t∈Tc
[2A(dtn −

dn)�gt +∑
l∈Lc

(μ∗
tl − μ0

tl)dtn(Hlg − Hln)] < 0, the payment
of the fixed load will decrease as well.

Scenario-III (Hli > Hlg, Hlj < Hlg, ∀l ∈ Lc): When Hlj <

Hlg, it must hold that the consumption of the non-strategic
aggregator is already as high as possible during the peak hours
reaching the upper flexibility bounds, so �xtj = 0, t ∈ Tc.
Sub-scenario 1: if �xti > 0, then 2A(g∗

t − g)�xti > 0 and
x∗

ti > x0
ti. Thus, we have μ+∗

tl = 0. As a result, both terms in
�Pi are positive and this sub-scenario will never occur. Sub-
scenario 2: if �xti < 0, then 2A(g∗

t −g)�xti < 0 and x∗
ti < x0

ti.
Thus, we have μ+∗

tl > μ+0
tl and μ+∗

tl x∗
ti − μ+0

tl x0
ti > 0. As a

result, �gt = �xti + �xtj = �xti < 0 and the generation cost
will decrease.

Scenario-IV (Hli > Hlg, Hlj > Hlg, ∀l ∈ Lc):
Sub-scenario 1: if �xti > 0, then 2A(g∗

t − g)�xti > 0
and x∗

ti > x0
ti. Thus, we have μ+∗

tl x∗
ti − μ+0

tl x0
ti > 0 and

μ+∗
tl > μ+0

tl , t ∈ Tc. As a result, �xtj < 0. It is possible
that �g = ∑

t∈Tc
�gt = ∑

t∈Tc
(�xti + �xtj) > 0, which

means the generation cost will increase. Sub-scenario 2: if
�xti < 0, then 2A(g∗

t −g)�xti < 0 and x∗
ti < x0

ti. Thus, we have
μ+∗

tl x∗
ti −μ+0

tl x0
ti > 0 and μ+∗

tl > μ+0
tl . As a result, �xtj ≥ 0. It

is possible that �g = ∑
t∈Tc

�gt = ∑
t∈Tc

(�xti + �xtj) > 0,
which means the generation cost will increase. Based on the
equation

∑
t∈Tc

(�xti + �xtj) > 0, we can derive the condi-
tions in the theorem by replacing �xtj with �xti using the
relationship in (7).

The key phenomenon revealed by Theorem 1 can be
explained in an intuitive way: Once the strategic aggregator
is located at a bus with a comparatively large shift factor
with respect to the congested line, it can manipulate its con-
sumption curve to introduce more congestion and therefore
decrease its nodal prices, which can save on its energy pay-
ment as a result. The resulting consumption may lead to a more
inefficient generation curve and thus deteriorate the system
performance. This basic principle always holds, providing
insights for extension to more general settings.

C. Mitigation Method: A Tariff Scheme

In this subsection, we focus on how to mitigate the negative
impact of an aggregator’s strategic behavior. The corollary
below serves as the starting point of our methodology design.
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Corollary 1: If there is no newly introduced congestion, the
solution can be guaranteed to be at least Triple-win.

Proof: According to the proof of Theorem 1, it always
holds that μ+∗

tl ≤ μ+0
tl under the Quadruple-win and Triple-

win scenarios. Meanwhile it always holds that μ+∗
tl ≥ μ+0

tl
under the Double-win and Single-win scenarios. Therefore, if
there is no newly introduced congestion, i.e., μ+∗

tl ≤ μ+0
tl ,

the solution can be guaranteed to be either Triple-win or
Quadruple-win.

Note that in general settings with multiple generators and
aggregators, we will not have explicit conditions for the
worst case where the generation cost increases. However,
inspired by Corollary 1, it is reasonable to avoid the
increase of the generation cost by preventing the submit-
ted bids from introducing additional congestion. Specifically,
the ISO can charge a congestion penalty for the newly
introduced congestion from the strategic DSF aggrega-
tors. Taking the congestion penalty into consideration, the
cost minimization problem for DSF aggregator i ∈ N
becomes

min
x·i,l·i,u·i,x−

·i ,x
+
·i

CU
i

(
l·i, u·i, x−

·i , x+
·i
)+ πT·ix·i

+ bi‖
(
μ+ + μ− − μ+0 − μ−0

)+
c‖1

s.t. Constraints (2d)–(2g), (3b)–(3c).

The congestion charge is the excess payments received
from the loads over the dispatch payments to the gener-
ators, and it results entirely from congestion [28]. Thus,
we can use the congestion charge to characterize the con-
gestion level of transmission networks with an economic
rationale. This can be mathematically represented as ‖(μ+ +
μ−)c‖. Compared to the case without a congestion penalty,
the third term in the above objective is added to charac-
terize the additional congestion. The penalty coefficient bi

is a constant predetermined by the ISO, and {μ+0,μ−0}
are the optimal solutions of the benchmark case. For the
multiple aggregators case, the benchmark used for each
aggregator can be different by only treating that particular
aggregator as non-strategic. In practice, these benchmarks
are approximated by the system operator based on historical
data. We will not discuss the detailed approximation in this
article.

Moreover, to balance the system budget, the additional
charge corresponding to the congestion penalty collected
from the strategic DSF aggregator will be used to compen-
sate the fixed loads, whose payments will otherwise increase
due to the heavier congestion. Specifically, the fixed load
at bus n at time t is allowed to reduce its payment by

dtn(Hlg−Hln)∑
n′∈N dtn′ (Hlg−Hln′ )

∑
l∈Lc

bi(μ
+∗
tl − μ+0

tl )cl.

Proposition 1: With the congestion penalty, the
increase of the generation cost and the payment of
the fixed load in the Single-win scenario can be
mitigated.

Proof: Under the congestion penalty scheme, the change
in the strategic aggregator’s payment, compared with the

benchmark case, can be given as

�PCP
i

=
∑

t∈Tc

[
2A
(
g∗

t − g∗)�xti

+
∑

l∈Lc

(
μ+∗

tl x∗
ti − μ+0

tl x0
ti

)(
Hlg − Hli

)

+
∑

l∈Lc
bi

(
μ+∗

tl − μ+0
tl

)
cl

]
. (8)

After adding the congestion penalty charge, i.e., the third
term in (8), the strategic aggregator will face a heavier pay-
ment by introducing additional congestion. The aggregator has
to trade off between a lower payment and a higher congestion
penalty, and thus it will select the bids that will not intro-
duce as much congestion as the case without a congestion
penalty. Consequently, the probability that the generation cost
will increase will become lower.

The change in the payment of the fixed load at bus n,
compared with the benchmark case, can be written as

�PCP
n

=
∑

t∈Tc

[
2A
(
dtn − dn

)
�gt

+
∑

l∈Lc

(
μ+∗

tl − μ+0
tl

)
dtn
(
Hlg − Hln

)

− dtn
(
Hlg−Hln

)
∑

n′∈N dtn′
(
Hlg−Hln′

)
∑

l∈Lc
bi

(
μ+∗

tl −μ+0
tl

)
cl

]
.

(9)

The second term in (9) becomes lower than that of the case
without a congestion penalty due to the mitigation of the newly
introduced congestion. Additionally, the third term, i.e., the
compensation term, helps mitigate the increase of the fixed
load payment as well.

Proposition 2: The increase in payment of the fixed load at
bus n because of the newly introduced congestion will be fully
compensated for by the additional charge from the strategic
DSF aggregator if bi ≥

∑
n′∈N dtn′ (Hlg−Hln′ )

cl
,∀t ∈ Tc.

Proof: The first term in (9) is the change in payment due
to the variation of the generation profile. Its increase is not
the direct result of the change in generation cost and is not
necessary to be compensated for by the strategic aggregator.
The second term is the change in payment due to the vari-
ation of congestion. Its increase is the direct result of the
newly introduced congestion and is necessary to be compen-
sated for by the strategic aggregator. To let the compensation
fully cover the increased payment due to the heavier conges-
tion, we can achieve the conditions for the parameter bi, as
stated in Proposition 2, by setting the third term to be no less
than the second term in (9).

IV. CASE STUDY

Following the results developed in the previous sections, we
now proceed to characterize the potential impact of strategic
bidding via case studies. The time duration of each time slot
is set to be one hour, and T = 24. We provide an illustra-
tive example based on a 6-bus network modified from [29].
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Fig. 1. Topology of the 6-bus test system.

TABLE I
NETWORK PARAMETERS

The system topology is shown in Fig. 1. The network param-
eters are given in Table I, and the calculated shift factors are
shown in Table II. There are three generators G1, G2, and
G3, located at bus #1, #2, and #6, respectively. The gen-
erator parameters are given in Table III. In our simulation,
the quadratic production costs have been linearized through a
piecewise linear approximation with three segments. The only
base load D at bus #5 is assumed to follow the residential
load profile from OpenEI [30], shown as the black solid line
in Fig. 2(b). The two DSF aggregators F1 and F2 are respec-
tively located at buses #3 and #4. They are assumed to share
the same preferred flexibility bounds for cumulative energy
and instantaneous power consumption. The upper and lower
bounds are respectively shown as the green dashed and blue
dashed-dotted lines in Fig. 2. To analyze the performance of
strategic bidding, the comparison between different locations
of DSF aggregators, and the impacts of introducing congestion
penalty charges, we consider the following five cases:

Case 1: The benchmark case (both F1 and F2 non-strategic).
Case 2: F1 is a strategic aggregator, while F2

is non-strategic.
Case 3: F2 is a strategic aggregator, while F1 is

non-strategic.
Case 4: F1 is a strategic aggregator, while F2 is

non-strategic under the congestion penalty scheme.
Case 5: F2 is a strategic aggregator, while F1

is non-strategic under the congestion penalty scheme.

A. The Performance of Strategic Bidding

We first simulate different strategic bidding cases without
a congestion penalty (Cases 2 and 3). Fig. 3 shows the flex-
ibility bounds bidding and dispatch of the DSF aggregators
for Case 3 as an illustrative example. F1 is non-strategic and
adopts the exact preferences as the bids. As shown in Fig. 3 (a)

TABLE II
SHIFT FACTOR MATRIX H

TABLE III
GENERATOR PARAMETERS

and (b), the upper and lower bounds of cumulative energy and
instantaneous power consumption strictly follow the preferred
ones in Fig. 2. The dispatch results (realized flexible loads)
shown as the red solid lines with stars are restricted within the
flexible region. F2 is strategic and chooses the optimal bids
(the green solid lines with circles and blue solid lines with dia-
monds) within the physical limits (the green dashed lines with
crosses and blue dashed-dotted lines with crosses). As shown
in Fig. 3 (c) and (d), the optimal bids are different from the
preferred bounds. For the cumulative energy consumption in
Fig. 3 (c), a bar plot is shown at the bottom to make the
results more clear. Specifically, the green (blue) bars repre-
sent the difference between the optimal upper (lower) bound
and the preferred upper (lower) bound. It can be seen that the
optimal upper bound is higher than the preferred one at hours
4–19, and the optimal lower bound is lower than the preference
at hours 21–23. For the instantaneous power consumption,
the optimal upper bound is higher, while the optimal lower
bound is lower than the preferences. Note that the optimal
flexible region is not always broader than the preferred one.
For example, in Fig. 3 (c), the optimal upper bound is even
lower than the preference at hour 21 and the optimal lower
bound is even higher at hours 12, 14, and 15. The dispatch
results are forced to the corresponding bounds at these hours.
In this sense, the strategic DSF aggregator manipulates the
consumption curve through strategic bidding of the flexible
region instead of simply increasing the flexibility.

We next compare the system performances with differ-
ent deviation coefficients ai in the strategic bidding cases.
Note that a1 and a2 are the coefficient of deviation from the
preferred flexibility bounds in the utility costs of F1 and F2,
respectively. In Case 3, F1, the non-strategic aggregator, has
to follow the preferred bounds strictly, which means a1 is
set to infinity. The decrease of a2 means that larger devi-
ation is allowed with an acceptable utility cost. As shown
in the bar plots of Fig. 3 (c) and Fig. 4, the optimal bids
of the strategic aggregator F2 follow the preferred bounds
more as a2 increases. In the extreme case, the optimal bids
are forced to strictly follow the preferred bounds when a2
is infinitely large, which degenerates to Case 1 as a result.
The system performances of Cases 1, 2, and 3 with differ-
ent deviation coefficients are shown in Table IV in terms of
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Fig. 2. The base load and preferred flexibility bounds of DSF aggregators.

Fig. 3. The bidding and dispatch of F1 and F2 in Case 3 with a2 = 0.01.

Fig. 4. The bidding and dispatch of F2 in Case 3 with different a2.

the generation costs, the payments of different load aggre-
gators, and the congestion charges. It can be observed that
the payment of F2 goes down with the decrease of a2 in

Case 3. Similarly, the payment of F1 goes down with the
decrease of a1 in Case 2. This is because the strategic DSF
aggregator cares more about the energy purchasing cost than
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TABLE IV
SYSTEM PERFORMANCES WITH DIFFERENT DEVIATION COEFFICIENTS

TABLE V
CONDITIONS CHECKING FOR SINGLE-WIN SCENARIO IN CASE 3

the utility cost when the value of the deviation coefficient is
small.

B. The Impact of the Locations of the DSF Aggregators

The only difference between Case 2 and Case 3 is that the
locations of the strategic DSF aggregator and the non-strategic
one are shifted. As observed from the simulation results, the
only possible congested line is line 4-5. According to Table II,
for this particular line, the shift factor of the fixed load at bus
#5 is -0.68, which is the smallest among all buses. For the
three generators at buses #1 (the reference bus), #2, and #6,
the shift factors are 0, -0.15, and -0.3, respectively. The shift
factor of F1 at bus #3 is -0.25, larger than that of one of the
generators but smaller than those of the other two, while that
of F2 at bus #4 is 0.22, larger than those of all the generators.
Although the test model does not fit all the assumptions in
Section III, we get insights into the practical applications of
the theoretical conclusions on general system models.

We compare the system performances of Cases 1, 2, and
3 in Table IV. All the winners are highlighted in yellow. In
Case 2, whichever a1 value is chosen, the system generation
cost and the payments of the non-strategic aggregator F2 and
the fixed load D are lower than those under Case 1. The con-
gestion is also mitigated by comparing the congestion charge,
which is consistent with Corollary 1. The strategic bidding
of F1 reaches a Quadruple-win situation. Generalized from
Scenario-II in Theorem 1, this can be explained as follows:
The shift factor of the strategic DSF aggregator is lower than
those of some generators, while the shift factor of the non-
strategic aggregator is higher than those of all the generators.

In contrast, in Case 3, whichever a2 value is chosen, the gen-
eration cost and the payments of the non-strategic aggregator
F1 and fixed load D are even higher than those under Case 1.
The congestion also becomes even heavier. The strategic bid-
ding of F2 results in a Single-win situation, with F2 being
the only winner. Generalized from Scenario-IV in Theorem 1,
this is because the shift factor of the strategic DSF aggre-
gator is higher than those of all the generators, while the
shift factor of the non-strategic aggregator is higher than

that of some generator. Moreover, we calculate − cl−f 0
tl

Hli−Hlj
(l

TABLE VI
SYSTEM PERFORMANCES UNDER CONGESTION PENALTY SCHEME

is the only possible congested line 4-5) and �xti (t ∈ Tc)
in Table V, and check the conditions for the Single-win sce-
nario in Theorem 1. It can be seen that at each congested time

slot, �xti < − cl−f 0
tl

Hli−Hlj
is always satisfied. Thus, the conditions

Hli(= 0.22) > Hlj(= −0.25) and
∑

t∈Tc
�xti < −

∑
t∈Tc (cl−f 0

tl )

Hli−Hlj
,

l ∈ Lc are guaranteed.

C. The Performance of the Congestion Penalty Scheme

We further simulate different strategic bidding cases under
the congestion penalty scheme (Cases 4 and 5). The system
performances with different penalty coefficients b (suppose
b = b1 = b2) are shown in Table VI, where the winners
are highlighted. The decrease of b means a smaller penalty
for newly introduced congestion. In the extreme case when
b becomes 0, Case 4 and Case 5 respectively deteriorate to
Case 2 and Case 3. Table VI also shows Case 1, Case 2
(a1 = 0.04), and Case 3 (a2 = 0.04) for comparison. By
comparing Case 4 with Case 2, a small b = 0.1 results in
the same system performance. With a large b = 1, the con-
gestion is mitigated and disappears at the expense of slightly
increasing the payments of F1, F2, and D. By comparing
Case 5 with Case 3, a small b = 0.1 helps decrease the
congestion charge from 5178 to 1340. Although it is still
higher than the congestion charge in Case 1, the system gen-
eration cost and the payment of F1 drop to lower values
than those under the benchmark case. With a large b = 1,
the congestion disappears. All the system performance met-
rics, including the generation cost, and the payments of
F1 and D, become lower than those under Case 1, except
that the payment of F2 becomes higher. It can be seen
that b = 0.1 is a proper choice in Case 5 to trade off
between avoiding the negative effects of the strategic bid-
ding and encouraging the self-profit of the strategic DSF
aggregator.

V. CONCLUDING REMARKS

Understanding the potential for market manipulation by
flexible load aggregators is crucial for maintaining the effi-
ciency of electricity markets. In this article, we characterized
the cost saving an aggregator can make by strategically bidding
the flexible region in the forward market as the outcome of
a bi-level optimization problem. Through theoretical analysis
and case studies, we demonstrated that the DSF aggregators
can indeed degrade the system performance. These impacts are
closely related to the bus locations of different market partici-
pants. Moreover, we showed that the increase of the generation
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cost and the fixed load’s payment always occur when there
exists newly introduced congestion. Thus, we proposed a con-
gestion penalty scheme for the operator to avoid the potential
adverse effects. Although the analytical results in this arti-
cle are derived under some technical assumptions, we view
this work as an initial step in anticipating the negative effects
of flexible load aggregators beforehand, based only on the
network information. One limitation is that we only consider
one strategic and one non-strategic aggregator in the theoreti-
cal derivation. Extending the analysis to the case of multiple
aggregators in the market is an interesting direction for future
research.

APPENDIX A
FORMULATION AND SOLUTION METHOD OF THE MPEC

This appendix gives the detailed formulation and solu-
tion method of the MPEC derived from the single-level
problem (3). After replacing the lower problem (1) with its
equivalent KKT conditions in problem (3), we can get the
MPEC as follows:

min
S

CU
i

(
l·i, u·i, x−

·i , x+
·i
)+ πT·ix·i (10a)

s.t. Constraints (2b)-(2g),

π = λ1T + (
μ− − μ+)H, (10b)

(g − d − x)1 = 0, (10c)

∂CG(g)

∂g
− λ1T + (

μ+ − μ−)H + γ g+ − γ g− = 0,

(10d)

λ1T + (
μ− − μ+)H + LT(γ e+ − γ e−)

+ γ p+ − γ p− = 0, (10e)

0 ≤ μ− ⊥ H(g − d − x)T + c1T ≥ 0, (10f)

0 ≤ μ+ ⊥ c1T − H(g − d − x)T ≥ 0, (10g)

0 ≤ γ g− ⊥ g − g− ≥ 0, (10h)

0 ≤ γ g+ ⊥ g+ − g ≥ 0, (10i)

0 ≤ γ e− ⊥ Lx − l ≥ 0, (10j)

0 ≤ γ e+ ⊥ u − Lx ≥ 0, (10k)

0 ≤ γ p− ⊥ x − x− ≥ 0, (10l)

0 ≤ γ p+ ⊥ x+ − x ≥ 0, (10m)

where the decision set S = {g, x, l·i, u·i, x−
·i , x+

·i ,λ,μ−,μ+,

γ g−, γ g+, γ e−, γ e+, γ p−, γ p+} includes the power dispatch
{g, x}, flexibility bound bidding {l·i, u·i, x−

·i , x+
·i }, and dual

variables set {λ,μ−,μ+, γ g−, γ g+, γ e−, γ e+, γ p−, γ p+}. The
notation 0 ≤ P ⊥ Q ≥ 0 for two scalars, P and Q, indicates
P ≥ 0, Q ≥ 0, and P · Q = 0. This holds for each element
when it comes to matrices.

The single-level reformulation (10) of the aggregator’s
bi-level optimization is hard to solve due to the follow-
ing two aspects of non-convexities: i) the complementary
conditions (10f)–(10m), and ii) the bilinear term πT·ix·i in
the objective function. The detailed linearizations are shown
below.

i) The first group of non-convex constraints can be lin-
earized using the well-known Big-M method: 0 ≤ P ⊥ Q ≥

0 ⇔ 0 ≤ P ≤ z·M, 0 ≤ Q ≤ (1−z)·M, z ∈ {0, 1}. Specifically,
the complementary conditions (10f)–(10m) can be transformed
into the following set of constraints:

0 ≤ μ− ≤ z1 · M1,

0 ≤ H(g − d − x)T + c1T ≤
(

I − z1
)

· M1,

0 ≤ μ+ ≤ z2 · M2,

0 ≤ c1T − H(g − d − x)T ≤
(

I − z2
)

· M2,

0 ≤ γ g− ≤ z3 · M3,

0 ≤ g − g− ≤
(

I − z3
)

· M3,

0 ≤ γ g+ ≤ z4 · M4,

0 ≤ g+ − g ≤
(

I − z4
)

· M4,

0 ≤ γ e− ≤ z5 · M5,

0 ≤ Lx − l ≤
(

I − z5
)

· M5,

0 ≤ γ e+ ≤ z6 · M6,

0 ≤ u − Lx ≤
(

I − z6
)

· M6,

0 ≤ γ p− ≤ z7 · M7,

0 ≤ x − x− ≤ (
I − z7) · M7,

0 ≤ γ p+ ≤ z8 · M8,

0 ≤ x+ − x ≤
(

I − z8
)

· M8,

z1, z2, z3, z4, z5, z6, z7, z8 ∈ {0, 1}.
ii) To tackle the non-convexity of the bilinear term πT·ix·i in
the objective function, we can leverage the KKT conditions
and obtain an equivalent linear expression:

πT·ix·i =
∑

t,n

(
∂CG

∂gtn
gtn − γ

g−
tn g−

tn + γ
g+
tn g+

tn

)

−
∑

t,n

(
λtdtn −

∑

l

(
μ+

tl − μ−
tl

)
Hlndtn

)

−
∑

t,n 	=i

(
γ e−

tn ltn − γ e+
tn utn + γ

p−
tn x−

tn − γ
p+
tn x+

tn

)

+
∑

t,l

(
μ+

tl + μ−
tl

)
cl.

The detailed derivation is given as follows:

πT·i x·i

=
∑

t

(
λt −

∑

l

(
μ+

tl − μ−
tl

)
Hli

)⎛

⎝
∑

n

gtn −
∑

n

dtn −
∑

n 	=i

xtn

⎞

⎠

=
∑

t,n

(
λtgtn −

∑

l

(
μ+

tl − μ−
tl

)
Hligtn

)

−
∑

t,n

(
λtdtn −

∑

l

(
μ+

tl − μ−
tl

)
Hlidtn

)

−
∑

t,n 	=i

(
λtxtn −

∑

l

(
μ+

tl − μ−
tl

)
Hlixtn

)
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=
∑

t,n

(
∂CG

∂gtn
gtn +

∑

l

(
μ+

tl − μ−
tl

)
Hlngtn − γ

g−
tn gtn

+ γ
g+
tn gtn −

∑

l

(
μ+

tl − μ−
tl

)
Hligtn

)

−
∑

t,n

(
λtdtn −

∑

l

(
μ+

tl − μ−
tl

)
Hlidtn

)

−
∑

t,n 	=i

(
∑

l

(
μ+

tl − μ−
tl

)
Hlnxtn + (

Lγ e−
n

)
txtn − (

Lγ e+
n

)
txtn

+ γ
p−
tn xtn − γ

p+
tn xtn −

∑

l

(
μ+

tl − μ−
tl

)
Hlixtn

)

=
∑

t,n

(
∂CG

∂gtn
gtn − γ

g−
tn gtn + γ

g+
tn gtn

)
−
∑

t,n

(λtdtn)

−
∑

t,n 	=i

((
Lγ e−

n

)
txtn − (

Lγ e+
n

)
txtn + γ

p−
tn xtn − γ

p+
tn xtn

)

+
∑

t,n,l

(
μ+

tl − μ−
tl

)
(Hlngtn − Hligtn) +

∑

t,n,l

(
μ+

tl − μ−
tl

)
Hlidtn

−
∑

t,n 	=i,l

(
μ+

tl − μ−
tl

)
(Hlnxtn − Hlixtn)

=
∑

t,n

(
∂CG

∂gtn
gtn − γ

g−
tn gtn + γ

g+
tn gtn

)
−
∑

t,n

(λtdtn)

−
∑

t,n 	=i

((
Lγ e−

n

)
txtn − (

Lγ e+
n

)
txtn + γ

p−
tn xtn − γ

p+
tn xtn

)

+
∑

t,l

(
μ+

tl − μ−
tl

)
⎛

⎝
∑

n

Hlngtn −
∑

n 	=i

Hlnxtn

⎞

⎠

+
∑

t,l

(
μ+

tl − μ−
tl

)
⎛

⎝
∑

n

Hligtn −
∑

n

Hlidtn −
∑

n 	=i

Hlixtn

⎞

⎠

=
∑

t,n

(
∂CG

∂gtn
gtn − γ

g−
tn g−

tn + γ
g+
tn g+

tn

)
−
∑

t,n

(λtdtn)

−
∑

t,n 	=i

(
γ e−

tn ltn − γ e+
tn utn + γ

p−
tn x−

tn − γ
p+
tn x+

tn

)

+
∑

t,l

(
μ+

tl cl + μ+
tl

∑

n

Hlndtn + μ+
tl Hlixti + μ−

tl cl

− μ−
tl

∑

n

Hlndtn − μ−
tl Hlixti

)

−
∑

t,l

(
μ+

tl − μ−
tl

)
Hlixti

=
∑

t,n

(
∂CG

∂gtn
gtn − γ

g−
tn g−

tn + γ
g+
tn g+

tn

)
−
∑

t,n

(λtdtn)

−
∑

t,n 	=i

(
γ e−

tn ltn − γ e+
tn utn + γ

p−
tn x−

tn − γ
p+
tn x+

tn

)

+
∑

t,l

(
(
μ+

tl + μ−
tl

)
cl + (

μ+
tl − μ−

tl

)∑

n

Hlndtn

)
.

If we assume the generation cost function to be quadratic or
linear, the aggregator’s strategic bidding problem (10) becomes
a mixed-integer quadratic or linear program, respectively, after

the above transformations. Thus, commercial solvers, such
as Gurobi and CPLEX, can be applied to provide a global
solution with acceptable computational time.

APPENDIX B
DERIVATION OF THE CHANGES

We derive the change of the strategic aggregator’s pay-
ment, (5), as follows.

�Pi =
∑

t

λ∗
t x∗

ti −
∑

t

λ0
t x0

ti

=
∑

t

(
∂CG

(
g∗

t

)

∂g∗
t

+
∑

l

μ∗
tl

(
Hlg − Hli

)
)

x∗
ti

−
∑

t

(
∂CG

(
g0

t

)

∂g0
t

+
∑

l

μ0
tl

(
Hlg − Hli

)
)

x0
ti

= 2A
∑

t

(
g∗

t x∗
ti − g0

t x0
ti

)

+
∑

t∈Tc,l∈Lc

(
μ∗

tlx
∗
ti − μ0

tlx
0
ti

)(
Hlg − Hli

)

= 2A
∑

t

(
g∗

t

(
x0

ti + �xti

)
− g0

t x0
ti

)

+
∑

t∈Tc,l∈Lc

(
μ∗

tlx
∗
ti − μ0

tlx
0
ti

)(
Hlg − Hli

)

= 2A
∑

t

(
�gtx

0
ti + g∗

t �xti

)

+
∑

t∈Tc,l∈Lc

(
μ∗

tlx
∗
ti − μ0

tlx
0
ti

)(
Hlg − Hli

)
.

Since the fixed loads are dominant according to assumption
3), we have g∗

t 
 x0
ti. Meanwhile, �gt has the same order of

magnitude as �xti. Thus we have

�Pi = 2A
∑

t

g∗
t �xti +

∑

t∈Tc,l∈Lc

(
μ∗

tlx
∗
ti − μ0

tlx
0
ti

)(
Hlg − Hli

)

= 2A
∑

t∈Tuc

g∗
t �xti + 2A

∑

t∈Tc

g∗
t �xti

+
∑

t∈Tc,l∈Lc

(
μ∗

tlx
∗
ti − μ0

tlx
0
ti

)(
Hlg − Hli

)
.

According to assumption 4), we can replace g∗
t with g in the

first term. With
∑

t∈Tuc
g�xti = −∑t∈Tc

g�xti, it holds that

�Pi = −2A
∑

t∈Tc

g�xti + 2A
∑

t∈Tc

g∗
t �xti

+
∑

t∈Tc,l∈Lc

(
μ∗

tlx
∗
ti − μ0

tlx
0
ti

)(
Hlg − Hli

)

= 2A
∑

t∈Tc

(
g∗

t − g
)
�xti

+
∑

t∈Tc,l∈Lc

(
μ∗

tlx
∗
ti − μ0

tlx
0
ti

)(
Hlg − Hli

)
.
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Then the change of the fixed load’s payment at bus n, (6), can
be derived as follows.

�Pn =
∑

t

λ∗
t dtn −

∑

t

λ0
t dtn

= 2A
∑

t

(
g∗

t − g0
t

)
dtn +

∑

t∈Tc,l∈Lc

(
μ∗

tl − μ0
tl

)
dtn
(
Hlg − Hln

)

= 2A
∑

t∈Tuc

�gtdtn + 2A
∑

t∈Tc

�gtdtn

+
∑

t∈Tc,l∈Lc

(
μ∗

tl − μ0
tl

)
dtn
(
Hlg − Hln

)
.

According to assumption 4), we can replace dtn with dn in the
first term. With

∑
t∈Tuc

�gtdn = −∑t∈Tc
�gtdn, it holds that

�Pn = −2A
∑

t∈Tc

�gtdn + 2A
∑

t∈Tc

�gtdtn

+
∑

t∈Tc,l∈Lc

(
μ∗

tl − μ0
tl

)
dtn
(
Hlg − Hln

)

= 2A
∑

t∈Tc

(
dtn − dn

)
�gt

+
∑

t∈Tc,l∈Lc

(
μ∗

tl − μ0
tl

)
dtn
(
Hlg − Hln

)
.

Finally, the change of the power flow at line l at time t, (7), is

�Flowtl = Hlg�gt − Hli�xti − Hlj�xtj

= Hlg
(
�xti + �xtj

)− Hli�xti − Hlj�xtj

= (
Hlg − Hli

)
�xti + (

Hlg − Hlj
)
�xtj.
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